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Abstract 
The cutting and packing problem (C&P) is a class of optimization problems that substantially affect 
resource efficiency in manufacturing and various industries. This review paper comprehensively 
surveys the state-of-the-art cutting and packing problems (C&P) and their different types and 
typologies. We explore these challenges' historical evolution and variants, particularly the two-
dimensional cutting stock problems. We offer insights into the critical problem formulations and 
mathematical approaches shaping the field. Additionally, the paper concludes with a discussion of 
emerging trends, challenges, and potential avenues for future research in the cutting and packing 
optimization problem. 
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Introduction 
The cutting and packing problems are combinatorial optimization problems (Where the set of 
feasible solutions is a discrete combinatorial set) at the intersection of mathematical 
optimization and industrial efficiency. They belong to the class NP [54] and have shown that 
they are NP-hard in the strong sense. This complex problem arises in industries such as 
textile, paper, glass, and marble. 
Over the years, the cutting and packing problems have garnered significant attention from 
researchers and practitioners alike. Mathematical formulations, heuristic approaches, and 
optimization algorithms have been developed to tackle the intricacies of these problems, 
offering solutions that balance computational efficiency with real-world applicability. 
This paper explores the historical evolution of cutting and packing problems, their various 
types, and the methodologies employed to address their challenges. By understanding the 
foundations and advancements in this field, we aim to provide valuable insights into the past, 
present, and future of cutting stock problems. The remainder of the paper is organized as 
follows: In Section 2, the definition, the relationship, the differences, and the classification of 
these problems are described. Section 3 gives a detailed review of related works from the 
literature. A plethora of optimization techniques to tackle the cutting and packing problems, 
from classic algorithms to more recent metaheuristic approaches, are provided in Section 4. 
Finally, some conclusions are drawn, including a discussion of new trends, problems, and 
prospective future research directions in the cutting and packing problems. 
 
A general overview of the cutting and packing problems 
Definition & Classification 
The cutting and packing problems are mathematical optimization problems. They were first 
studied by [50], who aimed to model them suitably [36]. Carried on with this work to solve 
some of its variants and generalize it to two-dimensional cutting problems. 
It consists in determining how, in a "material" of given dimensions, to cut (Or arrange) a 
maximum number of elements of smaller dimensions and, again, how to cut (Or arrange) a 
given number of elements in such a way as to use a minimum quantity of the primary 
"material." 
It can also correspond to placing a set of small objects (Items) in a set of large objects (Bags 
or bins) in such a way that the total surface used is the smallest possible or that the total 
profit of the placed objects is within the maximum claimed in the problem formulation. It 
can be defined by finding the best assortment of small objects (Items) in large objects (Bins) 
that minimize material waste while satisfying all problem constraints. 
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To describe the varieties of the cutting and packaging 
problem and to define the constraints for each type of 
problem, it is required to go through a classification, which 
not only standardizes the definitions and notations but also 
facilitates communication between researchers in this 
domain. The classification of cutting and packing problems 
is further specified by several typologies that offer a good 
tool for organizing and categorizing the existing literature 
[24]. 
Introduces the first typology. This typology considers four 
parameters with different possible cases that identify 96 
problems.  
 The first parameter is used to identify the dimension of 

the problem.  
 The second parameter informs about the type of 

assignment, i.e., whether all components should be 
placed inside the container(s) or only a part should be 
positioned. In the first case, the problem is a 
minimization performed on the containers (size or 
number). In the second case, a maximization is 
performed on the components to be positioned. 
Concretely, it will be a question of maximizing the used 
space or a profit function by selecting a subset of the 
components.  

 The third parameter provides information about the 
type of container.  

 The fourth parameter contains information on the 
nature of the components, i.e., whether they are 
identical, slightly different, or strongly different. 

 
Table 1: Classification proposed by Dyckhoff [24] 

 

Dimension of the problem Assignment types Nature of the containers Nature of the components 
1: One-dimensional problem; 
2: Two-dimensional problem; 

3: Three-dimensional problem; 
N: Multi-dimensional problem 

with N > 3. 

B: All containers and a few 
components; 

V: A set of containers and all 
components. 

O: One single container; 
I: Several identical 

containers; 
D: Several different 

containers. 

F: Some components; 
M: Many components which are different 

from each other; 
R: Many components are quite similar to 

each other; C: Identical components. 
 

 
 

Fig 1: The phenomenology of cutting and packaging problems proposed by Dyckhoff [24]. 
 

 
Then, in 1992 [25] as well [23] provided an overview of 
cutting and packing problems, and in 1997 [26] published an 
annotated bibliography of cutting and packing problems. 
In addition, other authors [42] and [56] have presented specific 
typologies for the two-dimension cutting problems. 
However, over time and recent developments [65] have been 
inspired by Dyckoff's [24] typology, a new classification 
adapted to the evolution of the cutting and packing 
problems. 
From this improved classification, the main types of 
problems (Cutting and packing) have been defined, which 

are developed by the combination of the following 
characteristics: 
 The objective of the problem, i.e., a maximization of 

the components or minimization to be performed on the 
container.  

 The second and third characteristics concern the 
container's geometry and the components.  

 
From these three characteristics, various types of problems 
are established. Each of these problems can be refined based 
on the specificities of each problem. 
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Fig 2: Classification according to Wäscher et al., [56]. 
 

Relation between Cutting and Packing problems 
According to [24], the relationship between cutting and 
packing problems can be explained as follows:  
The cutting problems can be considered as placing elements 
in large objects (plates or strips). Similarly, packing 
problems can be considered as cutting problems. This is 
where the compound term "Cutting and Packing" came 
from. 
Further, [29] explained that this strong relationship between 
the C & P problems results from the duality of a material 
body and its space. Indeed, packing a list of boxes into a 
container is the same as cutting the container's space, 
producing pieces where it is possible to place the boxes. 
Conversely, cutting a sheet of material to obtain smaller 
items is the same as packing the items into the sheet. 
 
The most known variants of these problems are 
mentioned below 
The Knapsack problem: This problem models a situation 
analogous to filling a Knapsack, which cannot support more 
than a certain weight, with all or part of a given set of 
objects, each having a weight and a value. 
 
Two types of this problem can be distinguished  
 The unidimensional-Knapsack where the problem 

consists of selecting a set of components, each having a 
weight and a profit, to maximize the total profit while 
respecting a maximum weight constraint. Each 
component is associated with a binary variable that 
models the selection or not of the component in the 
knapsack. 

 The multi-dimensional knapsack problem can be 
divided into 2D and 3D. In 2D, the components and the 
container are rectangles aligned on the axis system. In 
3D, the components are rectangular parallelepipeds. 

 
The bin packing problem: The bin packing problem 
generally consists of finding the most economical 
arrangement of a (Weakly heterogeneous) set of small 

objects (Items) in a given set of limited and voluminous 
objects (Bins). 
Thus, bin-packing problems consist of placing items in one 
or more bins characterized by shape. The variants are 
distinguished according to the size, the a priori knowledge 
of the items, the shape of the items and the bins (square, 
rectangular, circular), and the possibility to modify the 
orientation of the items. 
 
The cutting stock problem: This problem has been widely 
studied in the literature with numerous practical cases, such 
as in the paper, furniture, and glass industries. The domain 
of application is different, but the question of determining 
how to cut a set of small objects (items) according to the 
required backlog from large objects (bins) available in 
stock, which can be homogeneous or heterogeneous, these 
problems include two sub-problems: 
 Determine the objects from stock to be used to satisfy 

the order. 
 Find the best pattern that minimizes the trim loss. 
 
The strip packing: This problem is a 2-dimensional 
geometric minimization problem that consists of finding a 
feasible configuration composed of all the elements that 
minimize the area occupied in the strip. In this problem, we 
can have regular or irregular shapes of the elements. Given a 
set of rectangles aligned on the axis and a strip of finite 
width and infinite height, determine a non-overlapping 
packing of the rectangles in the strip by minimizing its 
height. 
The difference in complexity between C&P problems is due 
to their constraints, which depend on the objects' 
characteristics to be packed or cut and the cutting tools. 
These constraints are described as follows: 
 
Geometric constraint: The material is one of the essential 
elements of the cutting problem, and they differ by their 
Shapes, Homogeneity, and Dissymmetry. 
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Fig 3: The various types of materials. 
 

Rotation constraint: An oriented cut is considered if the 
material to be cut imposes an arrangement of the pieces in a 
specific orientation (The rotation is prohibited). In the other 

case of the non-oriented cut, the orientations are allowed, 
and the parts can be rotated by 90 degrees. 

 

 
 

Fig 4: Oriented and Non-Oriented cutting. 
 

Cutting tools constraint 
 Guillotine cutting: If we assume that the material is a 

rectangular plate, the cutting is done by dissecting from 
one side to its affixed parallel to the other two. 

 Non-guillotine cutting: Generally, this cut generates a 
better solution than guillotine-type cuts. This cut 
consists of using the same process as in the guillotine 

cut, and it can be carried out while marking stops to 
reach the opposite side of the (sub) rectangle to be cut. 

 Non-orthogonal cutting: This cut does not consider 
the parts' orientation. In this case, the parts can be 
rotated and translated (they are rotated, so they are not 
fixed). 

 

 
 

Fig 5: The different types of cut. 
 

Related works 
The cutting problem has been studied extensively for over 

50 years. According to history, [50] was the first to model the 
cutting problem [35]. Did some of the first works on one- and 
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two-dimensional inventory-cutting problems. They showed 
that they could be formulated as a linear programming 
problem, and the one-dimensional case can be solved using 
a knapsack function at each pivot. The same authors [36-37] 
generalized their model to multidimensional-cutting 
problems relying on other exact solution techniques. Later, 
[18] used the cutting problem to study multiprogramming 
systems [33], used it to investigate multiprocessor systems.  
 The search for a cutting problem solution differs according 
to the guillotine, non-guillotine, or non-orthogonal tools. 
The guillotine cut (edge-to-edge cut) is a straight bisecting 
line going from one edge of an existing rectangle to the 
opposite edge. Note that non-guillotine cuts (with possible 
stop markings without reaching the opposite sides) generate 
better solutions than guillotine ones. The non-orthogonal 
cuts do not consider the orientation of the parts (possible 
rotation of the cutting pattern).  
Many authors have been interested in the guillotine context, 
for example [35-36-37, 38-39-61, 41, 1-2, 15, 64, 7, 62, 30, 63, 13, 31, 66] Etc. 
Others have studied the problem using a non-guillotine tool, 
for example, [8, 21] Etc. 
Concerning the two-dimensional stock cutting problems, 
and since [37, 41] was the first to contribute with a more 
efficient computational procedure using a recursive 
algorithm where cuts are performed with a guillotine tool. 
Soon after [17], used an enumerative tree search algorithm 
with each node representing a cut to solve the problem 
while maintaining the guillotine restriction [43]. Improved the 
algorithm of [63] by using the properties of a dynamic 
programming solution. 
Without the guillotine constraint, dynamic programming 
approaches were proposed by [44-46-47], column generation by 
[59, 60], and integer linear programming formulations by [55, 11] 
developed a branch and cut and price algorithm.  
Concerning approximate methods [34], proposed a bottom-
left heuristic based on the first-fit strategy [12]. Proposed a 
generalization of the first-fit algorithm that they call Finite 
First Fit (FFF) [56]. Suggested the Alternate Directions 
heuristic (AD) based on the principle of the Floor-Ceiling 
(FC) method. When a level becomes full, the latter allows 
turning it over, exchanging the top and bottom, the left and 
right, and then arranging objects on the left again [46]. Solved 
the two-dimensional cutting problem using a hybrid 
approach that combines two heuristics, a depth-first search 
on a search tree using a hill-climbing technique and a 
dynamic programming procedure based on a solution of a 
series of one-dimensional bag-to-bag problems [47]. 
Combined a gluttonous algorithm and a hill-climbing 
strategy [3]. Proposed an approach that combines the Path 
Relinking method, strip construction, and a GRASP strategy 
[28]. Developed an approach compounding a heuristic metric 
and the maximal items area concept. In addition, varieties of 
metaheuristics have been adopted, for example, simulated 
annealing by [52], genetic algorithm [9], and Tabu search [3]. 
 
Resolution Methods 
Most C&P problems require heuristic or metaheuristic 
approaches to be solved because of the complexity of these 
problems, which belong to the NP-hard class. However, this 
does not prevent the possibility of solving them by exact 
methods when the considered problem includes a small 
instance. 
The first integer linear programming formulation of the one-
dimensional cutting problem [35] and the 2-D cutting 

problem with constraint levels [36] was given by Gilmore and 
Gomory-otherwise, [55]. The main feature of this model is 
the explicit verification of the guillotine constraint by 
distinguishing between parts that initialize a strip (The first 
part of a strip) and parts that are cut from a strip. Indeed, 
many algorithms for solving linear programs in cases where 
the variables used are real. We cite the simplex method as 
an example.  
The Branch and Bound (B&B) algorithm [22] is used to solve 
combinatorial optimization problems with a large number of 
possible solutions and, in particular, to solve integer linear 
programming problems where the notion of a feasible 
solution (satisfying the constraints) can be defined. It is 
based on a tree approach of searching for an optimal 
solution by separations and evaluations, where a tree of 
states, with nodes and leaves, represents the solution. 
Among the authors who use this method [7, 32, 10, 51].  
 
This method is based on three main axes 
 Evaluation: This reduces the search space by 

eliminating subsets that do not contain the optimal 
solution. 

 Separation: This consists of dividing the problem into 
sub-problems. 

 
The path strategy includes three types of strategies 
Width-first: This strategy favors the vertices closest to the 
root by making fewer separations from the initial problem.  
 
Depth-first: This strategy favors the vertices farthest from 
the root (Of higher depth) by applying more separations to 
the initial problem. This path quickly leads to an optimal 
solution by saving memory. 
 
The best first: This strategy explores sub-problems with the 
best bound. It also avoids exploring all sub-problems with a 
wrong evaluation of the optimal value. 
Moreover, the dynamic programming approach divides the 
initial problem into small sub-problems. Evaluating these 
sub-problems eliminates the less interesting ones from the 
search space. Therefore, dynamic programming techniques 
can find a succession of decision coordinates to reach the 
optimal solution [36] were the first to use dynamic 
programming in a recursive function for the two-
dimensional cutting problem. Later, [6] improved this 
formulation to solve the unconstrained guillotine-cutting 
problem. Also, [16, 45] have used this approach to solve the 
cutting problem.  
For heuristics resolution methods, we distinguish between 
two categories for C&P problems: one-phase methods and 
two-phase methods. 
The one-phase methods are based on the iterative 
arrangement of objects in the bins. 
 
There are rules to be defined 
 The order in which the objects are examined. 
 The bin. 
 The position in which one seeks to place them first. 
 
In addition, most approaches are layer algorithms. The 
pieces are positioned from left to right to form the layers. 
The first layer corresponds to the bottom of the bin (Strip), 
and the layers are created successively by a horizontal line 
that coincides with the top of the highest piece placed on the 
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plate below [19] suggested a bottom-left (BL) heuristic based 
on the first-fit strategy for the inventory reduction problem. 
Initially, only one bin is considered when there is no more 
space to store the current object in the first bin. A second 
bin is opened but without closing the first one. In an 
intermediate step where there are k open bins numbered 
from 1 to k according to the order of their first use, the 
current object i is stored in the lowest numbered bin that can 
contain it. Suppose no bin can contain i, a new k + 1 bin is 
created without closing the others. The order in which the 
objects are processed is crucial for the quality of the 
solution. 
This algorithm belongs to the family of heuristics that 
preserve the bottom-left stability condition. A rectangle 
preserves the bottom-left stability condition only if 
positioned on the lowest and leftmost empty surface. At 
each iteration of the algorithm, each bin keeps a list of 
maximal, in terms of inclusion, empty surfaces. The BL 
heuristic proceeds by placing the current object in the lowest 
and leftmost surface in the first bin that can hold it. The 
process is then repeated as long as objects still need to be 
placed. 
In addition, [12] have also proposed a generalization of the 
First-Fit algorithm, which they call "Finite First Fit (FFF)." 
Moreover, the "Alternate Directions (AD)" heuristic is 
based on the principle of the Floor-Ceiling (FC) method, 
which was proposed by [56]. When a level becomes full, this 
method allows turning it upside down, exchanging the top 
and the bottom, the left and the right, and then arranging 
objects on the left again. This heuristic works in two steps: 
 In the first step, the algorithm initializes with a number of 
bins equal to a lower bound on the number of bins needed. 
Then, it starts by placing objects at the bottom of these bins 
according to the BFD (Best Fit Decreasing) rule, which 
applies the same strategy as the first-fit rule, keeping the 
bins open. However, the choice of the bin in which the 
current object i will be placed depends on the values of the 
gaps (Free spaces) in the bins. Thus, i will be placed in the 
bin with the smallest gap that can hold it. While in the 
second step, the remaining objects are arranged in strips 
alternately from left to right and from right to left. When an 
object cannot be placed in any direction in the current bin, it 
is assigned to the next initialized bin, or a new bin is 
created. 
The "HBP" heuristic was proposed [14]. The idea of this 
heuristic is to rerun an algorithm several times that 
processes the objects in an order fixed at the beginning of 
each rerun. Only one bin is considered at a time. When no 
more objects can be placed in the current bin, we close it, 
and it will not be considered again. In this case, a new bin is 
opened, and the operation is repeated until all the objects are 
placed. 
On the other hand, the "Item Maximal Area (IMA)" 
heuristic proposed by [28], contrary to classical heuristics, 
which consist of allocating objects to bins in a predefined 
order, does not require any pre-ordering of objects. Instead, 
we look for the best pair (Object, bin) among all feasible 
pairs at each step of ordering an object. The couple's choice 
is managed by a specific criterion, which depends on the 
characteristics of the objects and the considered surfaces. 
For the two-phase methods, in the first phase, a solution is 
sought for the following strip-packing problem: the set of 
objects is the original set I, and the bin width is equal to W. 
Next, a solution is determined for the original two-
dimensional stock cutting problem by cutting the resulting 

strip into bins of height H.  
The following methods differ in the algorithms used in the 
two phases. In most cases, the first algorithm arranges the 
objects by levels. For example, when an object i is arranged 
on the left, we try to arrange the following objects in the 
horizontal band on the right of i. This method allows the 
management of only bands of width W and variable height 
in the second step, thus treating it as a one-dimensional 
cutting problem. 
Moreover, some algorithms use heuristics for the one-
dimensional cutting problem during the first phase. Among 
these algorithms, we mention the "Hybrid Best Fit method" 
(HBF) proposed by [12]. 
Again, some methods are also based on the transformation 
of the problem into a bag-to-bag problem, such as the 
"Knapsack packing (KP) method" by [56]. The levels created 
are filled to the maximum using the one-dimensional 
knapsack solution algorithm. 
Among the used metaheuristics in the literature to solve the 
problem of (C&P), we distinguish: 
 
The genetic algorithm: Search metaheuristics inspired by 
Charles Darwin's theory of natural evolution. This algorithm 
reflects the process of natural selection, where the fittest 
individuals are selected for reproduction to produce the next 
generation's offspring.  
Among the authors who used this algorithm are [49, 4, 57]. 
 
GRASP: The gluttonous random adaptive search procedure 
was proposed by [40] and generally involved iterations 
consisting of successive constructions of a gluttonous 
random solution and subsequent iterative improvements to it 
through local search. The greedy randomized solutions are 
generated by adding elements to the problem's solution set 
from a list of elements ranked by a greedy function 
according to the solution quality they will achieve. Many 
authors have used this approach to solve C&P problems 
such as [20, 58]. 
 
Simulated annealing: Is a metaheuristic to approximate 
global optimization in a large search space for an 
optimization problem. It is often used when the search space 
is discrete. This metaheuristic does not search for the best 
solution in the neighborhood of the current solution. Instead, 
one draws at random a solution from the neighborhood. If 
the solution is better, it is always accepted as a new current 
solution, but if the solution is worse than the present current 
solution is accepted with a certain probability. Among the 
authors who used this algorithm to solve the C&P problems, 
we mention [53, 48]. 
 
Particle swarm algorithm: Is a computational method that 
optimizes a problem by iteratively trying to improve a 
candidate solution about a given quality measure. It solves a 
problem by having a population of candidate solutions, here 
dubbed particles, and moving them around in the search 
space according to a simple mathematical formula over the 
particle's position and velocity. Each particle's movement is 
influenced by its local best-known position. However, it is 
also guided toward the best-known positions in the search 
space, updated as other particles find better positions. We 
can mention some authors who used this approach [27, 5].  
 
Conclusion 
In conclusion, this review paper has delved into the 
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multifaceted realm of cutting and packing problems, in 
particular the two-dimensional cutting stock problem, 
unravelling the intricate challenges and diverse 
methodologies employed to address them. By tracing the 
historical evolution and exploring and analyzing solution 
approaches. 
The cutting and packing problem, with its various 
incarnations, poses a substantial challenge in operational 
research and combinatorial optimization. The literature 
review has underscored the efforts of researchers to devise 
efficient algorithms while considering the NP-hard nature of 
these problems and the practical constraints encountered in 
real-world applications. 
Looking to the future, several perspectives and directions 
emerge for further exploration. It's interesting to integrate 
advanced technologies, such as artificial intelligence, 
machine learning, and Industry 4.0 principles, that hold 
promise for enhancing the efficiency and adaptability of 
cutting and packing algorithms in dynamic manufacturing 
environments. 
In addition, future research should focus more on 
incorporating sustainability metrics into cutting and packing 
optimization, aligning with the growing emphasis on eco-
friendly practices and minimizing waste in production 
processes. Also, tailoring cutting and packing solutions to 
specific industries or production scenarios can enhance the 
applicability and effectiveness of optimization algorithms. 
Furthermore, the collaboration between researchers from 
operational research, computer science, and manufacturing 
industries can facilitate the cross-pollination of ideas and 
lead to innovative, holistic solutions. 
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