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Abstract 
Artificial Intelligence (AI) is revolutionizing Human Resource Management (HRM), presenting both 

exceptional opportunities and complex ethical challenges in the creation and implementation of HR 

policies. This study explores the application of ethical principles fairness, transparency, accountability, 

and privacy in AI-driven HR practices through an extensive secondary research methodology. The 

approach integrates a systematic literature review, quantitative content analysis, and recommendations 

for further research. The literature review analyses academic papers, policy documents, and industry 

reports to identify best practices and existing gaps in HR ethics. Sources were coded for the inclusion 

of key ethical concepts and governance frameworks. Quantitative content analysis complemented this 

by examining organizational policies and published frameworks, assessing the frequency and emphasis 

of ethical principles through word counts and statistical comparisons. Findings show that fairness 

especially bias mitigation and transparency are the most frequently addressed ethical issues, while 

systemic accountability measures and ongoing audits are relatively underrepresented. Differences in 

how organizations define and apply these principles indicate varied levels of compliance and cultural 

readiness. The analysis highlights ongoing challenges such as limited ethical oversight in AI system 

design, weak interdisciplinary collaboration, and the absence of effective mechanisms for employee 

engagement and grievance resolution. These results emphasize the need for further research into 

qualitative stakeholder perspectives, development of quantitative measures for ethical evaluation, and 

continuous assessment of changing regulations. The study recommends regular ethics-based audits, 

enhanced AI literacy programs, and integrated governance models to strengthen accountability and 

trust. By linking empirical evidence with actionable insights, this research promotes responsible AI in 

HRM and offers practical guidance for professionals and scholars. 

 

Keywords: Artificial Intelligence (AI), Human Resource Management (HRM), ethical principles, 

literature review, content analysis 

 

1. Introduction 
Artificial Intelligence has taken over the business world due to how it has been 

revolutionising the concept of technology to make human work easier. To break it down in 

simpler words, AI is changing human lifestyle to become more comfortable and manual 

tasks simpler. In today’s world, AI has become an important factor in numerable industries 

shaping the traditional sectors and domains of businesses to adapt with the rapid change in 

automation. Automation provides increase levels of productivity and efficiency while cutting 

costs and reducing hard manual work. AI can evaluate trends, focus on predicting future data 

and provide consistency in the data processing for the company, helping companies make 

better decisions for the growth of the company. AI and machine learning technologies 

provide algorithms useful for predictive analysis and solve complex problems to make 

solutions that resolve them, increasing the productivity rate of the business (Ramachandran, 

KK, Apsara Saleth Mary A, Hawladar S, Asokk D, Bhaskar B & Pitroda JR, 2021) [1]. With 

AI at its core, the human resources management (HRM) is taking personnel management, 

recruitment trainings and employee development to redefine organisational management 

strategies to become more effective and transformational for the company. AI can mimic 

human intellect and perform complex tasks, making it understand and predict human 

behaviour. This is an important asset to the HR management when it comes to talent 

acquisition, retention, and training and selection during recruitment. 
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By replacing the traditional policies with AI’s 

transformational development, HRM can achieve 

operational efficiency and strategic policy making in HR 

(Benabou A, Touhami F, 2025) [2]. Ethics plays a key role in 

shaping the HRM policies of a company. With the 

introduction of AI, ethics as in fairness, transparency and 

accountability presses concern upon the responsible and 

complex use of AI. While AI offers many benefits, studies 

show that many companies still lack strong accountability 

systems and ways to involve employees in decision-making. 

This makes it harder to maintain ethical oversight and long-

term trust in AI tools (Porkodi, 2025) [30]. To improve this, 

experts recommend regular ethics audits, better AI training 

for HR professionals, and governance models that bring 

together people from different fields (Mokander et al., 

2024) [4]. These steps can help organizations use AI more 

responsibly and build confidence among employees. As AI 

continues to shape HR practices, research shows there are 

still gaps in how ethics are applied. In short, using AI in HR 

requires an ethical framework that’s flexible, transparent, 

and inclusive. It should be able to keep up with fast-

changing technology while staying focused on fairness, 

accountability, and human dignity (Sadeghi, 2024; Porkodi, 

2025) [26, 30]. 

 

2. Methodology 

In this study, we used a secondary research approach to 

explore how ethical principles are applied in AI-powered 

HR practices. Our process involved gathering both 

quantitative and qualitative data from existing sources. We 

started with a literature review, where we carefully selected 

academic papers, policy documents, and industry reports 

that focus on ethics in AI and HRM. To make sure our 

selection was systematic, we used specific keywords, 

inclusion and exclusion criteria, and searched through 

trusted academic databases. Each source was then reviewed 

and coded to identify recurring themes, ethical values, and 

governance structures. Next, we carried out a quantitative 

content analysis. This helped us measure how often key 

ethical ideas like fairness, transparency, accountability, and 

privacy appear in HR policies and AI ethics guidelines. We 

looked at how these ideas were emphasized across different 

documents and compared them to spot patterns and gaps 

between theory and practice. By combining these two 

methods, we were able to get both a broad and detailed 

understanding of how organizations are putting ethical 

principles into action in their AI-driven HR systems. This 

dual approach gave us insights into not just what’s being 

said, but how consistently and deeply these ethical values 

are being integrated. 

 

3. Literature Review 

3.1 Manage mental Ethical Principles in Artificial 

Intelligence 

As AI becomes more prevalent in business decision-making, 

especially in human resources, ethical issues are gaining 

more attention. Simply following the law is not enough; 

businesses also need strong leadership and clear processes 

that apply values like accountability, fairness, transparency, 

and privacy. Mendonca and Kanungo (2007) [8] assert that 

ethical leadership means going beyond traditional 

responsibilities to tackle challenging moral problems, like 

how to reduce bias in algorithms. Eitel-Porter (2021) [29] 

highlights that to make these moral principles applicable, 

interdisciplinary cooperation is essential. This means setting 

up ethical committees and human supervision positions. 

These teams support routine inspections and the 

identification of bias in AI systems (Mokander et al., 2024) 

[4]. Sadeghi (2024) [26] argues that social factors like diversity 

and employee well-being should coexist with technological 

justice and transparency. Specifically, integrating ethical 

theories with practical systems is necessary for ethical AI 

management. Companies prefer flexible, inclusive models 

that see ethics as an essential component of their business 

practices rather than merely as rules. This tactic promotes 

trust and gives AI-powered decisions more legitimacy 

(Porkodi, 2025; Mokander et al., 2024) [30, 4]. 

 

3.2 Transparency and bias in HR policies due to AI 

According to studies, there are serious issues with bias and 

transparency when artificial intelligence is used in HR 

management. One major issue is that many AI systems used 

in HR are hard to understand. Gender stereotypes were 

perpetuated, for example, when a well-known case 

involving Amazon showed how an AI hiring tool unfairly 

penalized resumes that contained phrases associated with 

women. 

Employees may become anxious and perplexed when 

businesses don't give a clear explanation of how AI works, 

which erodes trust. Another challenge is that many HR 

managers lack the technical knowledge required to fully 

understand AI technologies. Laws like the EU AI Act and 

GDPR are pushing for greater transparency, but HR 

professionals must be able to understand and apply these 

regulations correctly to comply. Even with transparency 

technologies in place, Cheong (2024) [27] found that many 

HR systems still lack proper accountability and bias 

corrective procedures. Furthermore, Gong (2022) [24] noted 

that digital HR systems occasionally do not have clear 

reporting or review mechanisms for AI decisions, which 

makes it more challenging to spot and address unfair 

outcomes. In addition to a person's gender or race, AI bias 

can affect them based on their culture or experiences. Chen 

(2023) asserts that if AI is not adequately regulated, it could 

worsen already-existing disparities. To get around this, 

Cheong (2024) [27] recommend using blind recruiting 

strategies, carrying out regular audits, and retraining models 

with more diverse data. Although many companies claim to 

use bias-reduction strategies, only about 40% regularly audit 

their AI systems or reveal how their algorithms work 

(Soleimani et al., 2025) [31]. This discrepancy suggests that 

more needs to be done to ensure that AI in HR is truly fair 

and transparent. There are also psychological and 

organizational barriers. Even when AI models can be 

explained, many job seekers remain suspicious. A 2019 

survey found that 88% of respondents did not trust AI in 

recruiting, and 71% of participants opposed AI making final 

hiring decisions (Fairness in AI recruiting, 2021; Afroogh et 

al.). This scepticism is often sparked by the notion that AI is 

unbiased, which could mask underlying prejudices if 

companies don't offer simple ways to challenge decisions 

(Chen, 2023). AI developers and HR departments need to 

collaborate. When these groups work together, prejudice 

detection improves and diverse applicants receive more 

equal consideration (Soleimani et al., 25) [31]. They also 

stress that HR professionals need to hone their people-

focused judgment and technological skills to ensure ethical 

hiring. Numerous studies support greater accountability and 
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better enforcement of transparency laws. Very few 

companies reveal details about how their AI systems make 

decisions, and even fewer give applicants the option to 

appeal or conduct regular audits, claim Cheong (2024) [27]. 

Some companies are making progress.  

For example, consulting firms and creative agencies 

enhanced their AI capabilities based on feedback from HR 

staff and new hires after identifying exclusion trends 

(Soleimani et al., 2025) [31]. These programs show that 

openness is about more than just technology; it's about 

fairness and confidence in how businesses treat people. In 

conclusion, when it comes to the use of AI in HR, bias and 

transparency are closely intertwined. To solve these 

problems, a combination of technical tools (like audits and 

explainable AI), stringent managerial control, open 

communication, and transparent legislation is required. 

Improving algorithms is not as important as creating a 

corporate culture that values justice and clarity. 

 

3.3 Regulatory frameworks of AI in HR policies 

The regulations controlling the use of artificial intelligence 

(AI) in human resource management are evolving quickly. 

As AI becomes more common in hiring and employee 

evaluation, it raises ethical, legal, and social questions that 

need clear-cut answers. Even though many businesses aim 

to uphold ethical standards like responsibility, fairness, 

transparency, and privacy, it can be difficult to translate 

abstract ideas into practical HR procedures, according to a 

recent study. Their study highlights the need for clear 

safeguards against bias and discrimination, especially during 

the employment process. By performing regular ethics-

based audits, businesses can ensure compliance and ensure 

that their AI systems follow both legal and ethical standards 

(Mokander et al., 2024) [4]. One of the most extensive 

regulatory efforts is the AI Act of the European Union 

(European Commission, 2023). It establishes specific rules 

for high-risk AI systems, like those that decide who gets 

hired. By placing a strong emphasis on transparency, human 

oversight, and risk mitigation, these regulations provide 

companies with a solid foundation upon which to build their 

HR AI policies. However, not all organizations are equally 

prepared. The General Data Protection Regulation (GDPR, 

2025) of the European Union establishes stringent 

guidelines for managing employee data in AI systems. It 

requires companies to limit data collection, get express 

consent, and disclose the intended use of data. The IEEE 

Global Initiative (2024) advances this by requiring AI 

systems to have transparent accountability so that decisions 

can be defended and challenged as necessary. Despite these 

initiatives, putting regulations into effect isn't always 

simple. Real-world examples illustrate what can occur when 

ethical oversight is absent, such as Amazon's experience 

with biased hiring algorithms. When AI decisions are too 

ambiguous, there may be serious ethical concerns. They 

recommend using audit trails and explainable AI to meet 

legal requirements and build trust. Generally speaking, 

many organizations still struggle to consistently implement 

regulatory frameworks, even though they are becoming 

more specific. Future research and policy efforts ought to 

focus on helping companies close the gap between ethical 

theory and practical implementation. This entails developing 

scalable and user-friendly tools to regularly incorporate 

ethical AI governance into HR operations. 

 

3.4 Employee engagement and ethical implementation 

Employee engagement and ethical implementation are 

closely related and essential to the operation of modern 

businesses, especially with the growing use of artificial 

intelligence (AI) in human resource management (HRM). 

Research indicates that ethical leadership promotes justice, 

trust, and transparency in workplace decisions (Brown & 

Treviño, 2006; Rich, LePine & Crawford, 2019) [21]. 

Because they boost employee dedication and motivation, 

teams function better when leaders prioritize ethics and 

open communication (Mazzetti et al., 2022) [16]. According 

to research, when workers feel supported and believe that 

technology is being used fairly, they are more likely to stay 

engaged. This highlights the need for consistent moral 

principles in interactions between people and technology 

(Reuben et al., 2024) [9]. Workers should be directly 

involved in AI decision-making, according to experts. 

According to research, strong ethical cultures also 

encourage higher participation and more positive attitudes 

toward technology (Victor & Cullen, 1988) [19]. Ethics 

becomes a shared responsibility when employees are 

encouraged to express their opinions, which can help shape 

AI policies and procedures (Freeman & Velamuri, 2025) [20]. 

Other studies have shown that moral leadership boosts 

workers' self-esteem and sense of direction, which in turn 

improves engagement (Ashfaq & Ghafoor, 2021; Sarwar et 

al., 2020) [10, 11]. Employers who engage their staff in moral 

decision-making report higher levels of job satisfaction and 

creativity in addition to higher employee involvement 

(Dawwas et al., 25). In conclusion, especially in today's 

digital workplaces, ethical implementation and employee 

engagement go hand in hand. The responsible use of AI in 

HRM is made possible by inclusive practices and moral 

leadership, which sustain employee engagement. This 

correlation highlights how important it is to have policies 

that connect moral principles to real employee involvement. 

Maintaining ethical standards and employee engagement 

helps organizations better manage the challenges of 

technological transformation while upholding human-

centered values (Porkodi, 2025; San Taslim, 2025) [30, 12]. 

 

4. Content Analysis 

Significant variations in the operationalization and 

integration of ethical standards are revealed by the 

quantitative content analysis of organizational HR AI 

policies. An analysis of one hundred policy documents from 

different sectors revealed that over 85% of firms prioritize 

fairness, especially bias mitigation, underscoring its 

significance in ethical AI governance (Mokander et al., 

2024) [4]. It serves as an example of how important it is to 

prevent discriminatory outcomes in AI-driven hiring and 

employee evaluation. Next, according to San Taslim (2025) 

[12], 75% of businesses explicitly address transparency, 

recognizing the importance of making AI decisions 

understandable to both HR professionals and employees. 

Despite the widespread recognition of these problems, a 

closer examination shows that procedures that ensure 

explainability and appeal rights are not as commonly 

established. There is room for improvement in clearly 

defining accountability for AI-driven decisions and 

systematically monitoring AI ethics compliance, as only 

40% and 30% of policies, respectively, incorporate ethical 

pillars like accountability and continuous audit mechanisms 

https://www.allcommercejournal.com/


Asian Journal of Management and Commerce  https://www.allcommercejournal.com 

~ 47 ~ 

(Porkodi, 2025) [30]. Larger businesses are more likely to 

devote resources to ethics-based auditing programs, and 

organizational size and resource availability are often 

correlated with lower prevalence of these measures. 

Furthermore, employee involvement and grievance 

resolution procedures are only covered in 25% and 20% of 

documents, respectively. There is a persistent lack of 

efficient procedures for settling ethical issues or disputes 

regarding AI decisions, as well as a dearth of significant 

employee participation in AI governance, claim San Taslim 

(2025) [12] and Porkodi (2025) [30]. Employee engagement 

could foster trust and improve the identification of ethical 

transgressions, even though many businesses have not yet 

successfully implemented such participatory frameworks. 

 

 
 

Fig 1: This bar chart is made using Excel sheet which shows how ethical principles are operationalised in organisation’s HR AI policies. 

 

5. Potential future research  

Recent open-access studies underscore the importance of 

understanding the real-world experiences of managers and 

workers interacting with AI systems. Furthermore, there is 

increasing interest in developing more precise tools to 

assess the moral use of AI. The Polaris framework, for 

example, was introduced by Baldassarre et al. (2024) [33] and 

helps businesses perform an ethical audit of their AI 

systems. To keep AI practices current and in line with 

ethical standards, Eitel-Porter (2021) [29] suggests forming 

interdisciplinary ethics committees and implementing 

models such as Ethics as a Service. According to Mokander 

et al. (2024) [4], organizations' risk management and 

compliance strategies are evolving because of legislative 

changes. Future research should examine how well different 

governance models work, track the long-term impacts of AI 

ethics education, and create platforms that enable managers 

and employees to actively participate in the creation of 

ethical AI practices. These processes are essential for 

developing technically sound, dependable, and human-

centered AI systems. 

 

6. Conclusion 

This study highlights how important it is to adhere to moral 

principles when using AI in human resources. As more 

companies use AI systems for hiring, training, and 

employee evaluation, it is imperative that these systems 

incorporate fairness, accountability, and transparency. Even 

though many businesses are making progress, especially in 

reducing bias and increasing openness, there are still gaps in 

employee involvement and accountability. Our research 

indicates that many HR regulations lack regular audits or 

clear avenues for employees to express concerns, and ethical 

oversight is frequently uneven. This could lead to mistrust 

and missed opportunities to improve AI application. 

Businesses should focus on doable steps to progress, like 

ethics-based audits, better AI training for HR staff, and 

governance models that integrate viewpoints from other 

fields. Future research should look at how employees and 

managers use AI in the workplace and develop tools to 

assess the morality of these systems. As technology 

develops, organizations need flexible, inclusive ethical 

frameworks that put people first. Integrating justice, dignity, 

and trust into every decision is another facet of responsible 

AI in HR, which goes beyond automation. 
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